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INTRODUCTION ...are run through a PARSER...

..State-based features RESULT in human-like

This StUdy differentiates between probablllty models that lead to Our parser is built to the specifications of Nivre 2004 with an performance
garden-pathing and those that fail to do so in an mcremer.w‘tal added k-best search to implement garden-pathing (Frazier 1979). Features that counsel for the human-preferred action are marked
dependency parser. We use Dependency Grammar (Tesniére 1959) States encapsulate incremental analyses, and four possible with a ¢, while those that counsel for the globally-correct action
to describe sentence structure in terms of word-to-word actions can be taken to transition between states. are marked with a X.
connections called dependencies. A stack of already-parsed, unreduced words. — State-based features Non state-based features
input i oche oves Sentence Type Stack3 Stack1 Top Distance Next Position
h /H An ordered input list of words. . bl — Yp | P
Phoebe loves the boat A function from dependent words to heads. _ Chinese
NNPVBD DT NN A function from dependent words to arc types . Main Verb-Reduced Relative / / X X
— ' SRrer B Phoebe: Agent ot AV v V4 V4 X X X
We apply two sets of statistical features, state-based and non I Subject-Object
state-based, and examine each one’s usefulness for targeting _ Right-Arc: 0.07 e Shift: 0.2 Prepositional Phrase Attachment ¢ ¢/ v X
garden-path analyses that ensnare human readers in three s [loves, Phoebe | R oves, Phoobe German
languages. - P w—n Propositional Relative Clause ¢/ v v v v v
loves, boats — Conjunction X v X X v
h [loves: Phoebe —
: : : Prepositional Phrase Attachment v v X X
Chinese, German, and English GARDEN PATHS... English
k-Best search: k=3 Main Verb-Reduced Relative ¢/ v X X
These sentences are ambiguous between two interpretations: a Subject-Object ¢ ¢ v X X
human-preferred locally-correct analysis, indicated by the dashed ...that is informed by state-based and non Prepositional Phrase Attachment ¢ v X X X
- i ion. indi | Total 6 9 6 1 3 1
arc, and a globally-correct interpretation, indicated by a solid blue state-based FEATURES. .. | . | o |
arc. . el . . This leads to a feature hierarchy that defines a distributional basis
e features, or statistical models, are trained on converte i
Main Verb-Reduced Relative Prepositional Phrase Attachment sentences from language-specific corpora. for human parsing preferences.

Stack1 > Stack3 > Top > Next > Distance > Position

Chinese
Penn Chinese Treebank

German
Negra + Tiger Corpora

English
all Street Journal Corpus
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H f istake is his DE sub i ; . : ¥ . 123,573 sent 70,602 sentences 15,162 sentences
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Subject-object Runninc? the corpus -_| The results reveal that garden-pathing models are best
' ' fa... :
Conjunction — _ yields parser states for loves implemented by parsers that attend more to parser-state

iInformation than non state-based information.

_ allparses of all sentences... boats
Jnmew the answer was wrong Simulate Parser
NN vBD DT NN VBD JJ ...that are used to condition the Phoebe: loves
Tom kusste Maria und ihre  Schwester lachte probability of transitions. _
Tom kissed Maria and her mster laughed Phoebe: Agent R E F E R E N C E S
NN VVFIN NN KON PPOSAT WFIN |
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