Recurrent neural networks use discourse context in human-like garden path alleviation
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Background

The knight killed ...

(a) the dragon and fell to the ground.
(b) by the dragon fell to the ground.

• In isolation, (b) can lead to a reading time slowdown, known as a garden path effect

Context alleviates garden-path effects

Humans can use discourse context to accommodate conversational implicatures of the relative clause in (b) (Altmann and Steedman, 1988; Spivey-Knowlton et al., 1993; Trueswell and Tanenhaus, 1991)

• Referent contexts (i.e. contexts with two referents) alleviate garden-path effects
• Temporal contexts (i.e. future contexts) alleviate garden-path effects

Neural Network Language Models

• 10 RNN LMs trained on 80 million words of Wikipedia text
• 5 trained on data shuffled by sentence to remove discourse cues during training (as in the widely used model from Gulordava et al. 2018)
• 5 trained on sentences in their original order
• Measured information theoretical surprisal (Hale, 2001; Levy, 2008)

\[ \text{surprisal}(w_i) = -\log P(w_i|w_1,...,w_{i-1}) \]

Research Question

Humans have been claimed to use event knowledge for encoding discourse. Can the knowledge used in human-like garden path alleviation be learned from linguistic data alone, using recurrent neural network (RNN) language models (LMs)?

Conclusion

• Both training conditions (i.e. with or without discourse contexts) exhibit garden path effects
• Referent and temporal contexts reduce the garden-path effect for only the RNN LMs trained on ordered data
• Multi-sentence discourse effects on sentence processing can be acquired from linguistic data alone

Discussion

• RNN LMs learn some pragmatic uses of relative clauses (i.e. to distinguish between entities of the same type) and tense (i.e. discourse about the future is likely to continue referring to the future)
• Humans may use event knowledge (Altmann and Ekves, 2019), but RNN LMs can capture these patterns; therefore, these patterns are, to some degree, learnable from language data alone
• Points to two alternatives: 1) garden path alleviation may not be evidence of the use of event knowledge in humans, or 2) aspects of pragmatic reasoning are learnable from just language data

Stimuli

<table>
<thead>
<tr>
<th>a. Context</th>
<th>b. Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) NPN - A knight and his squire were attacking a dragon. With its breath of fire, the dragon killed the knight but not the squire.</td>
<td>(i) Reduced - The student who was spotted by the proctor received/will receive a warning.</td>
</tr>
<tr>
<td>(ii) NPN - Two knights were attacking a dragon. With its breath of fire, the dragon killed one of the knights but not the other.</td>
<td>(ii) Unreduced - The student who was spotted by the proctor received/will receive a warning.</td>
</tr>
</tbody>
</table>

from Spivey-Knowlton et al. (1993)

<table>
<thead>
<tr>
<th>a. Context</th>
<th>b. Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Past - Several students were sitting together taking an exam in a large lecture hall earlier today. A proctor noticed one of the students cheating.</td>
<td>(i) Reduced - The student spotted by the proctor received/will receive a warning.</td>
</tr>
<tr>
<td>(ii) Future - Several students will be sitting together taking an exam in a large lecture hall later today. A proctor will notice one of the students cheating.</td>
<td>(ii) Unreduced - The student who was spotted by the proctor received/will receive a warning.</td>
</tr>
</tbody>
</table>

from Trueswell and Tanenhaus (1991)
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